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ABSTRACT
Researchers are studying how artificial intelligence (AI) 
can be used to better detect, prognosticate and subgroup 
diseases. The idea that AI might advance medicine’s 
understanding of biological categories of psychiatric 
disorders, as well as provide better treatments, is 
appealing given the historical challenges with prediction, 
diagnosis and treatment in psychiatry. Given the power 
of AI to analyse vast amounts of information, some 
clinicians may feel obligated to align their clinical 
judgements with the outputs of the AI system. However, 
a potential epistemic privileging of AI in clinical 
judgements may lead to unintended consequences that 
could negatively affect patient treatment, well- being 
and rights. The implications are also relevant to precision 
medicine, digital twin technologies and predictive 
analytics generally. We propose that a commitment to 
epistemic humility can help promote judicious clinical 
decision- making at the interface of big data and AI in 
psychiatry.

INTRODUCTION
There is considerable excitement about the prom-
ises of improving healthcare delivery and health 
systems with artificial intelligence (AI) and machine 
learning (ML). AI (In this paper, we use the term AI 
to encompass a broad range of algorithmic systems 
including ML, deep learning and where these 
systems may be both supervised and unsupervised) 
in healthcare generally refers to a system which 
computes live, incoming data to generate predic-
tions in real time for patients. ML refers to a branch 
of methodologies used to achieve this functionality 
through the development of algorithms. Proponents 
suggest that leveraging big data (including genomics, 
demographic and environmental information) can 
improve access, diagnostic accuracy, guide prog-
nostication, discover new treatments and provide 
more efficient and higher quality patient care. 
While research into the potential psychiatric appli-
cations of AI are in the nascent stage,1 researchers 
are studying how electronic health records (EHR), 
rating scales, brain imaging data, social media plat-
forms and sensor- based monitoring systems can 
be used to better predict, classify or prognosticate 
mental illnesses such as depression and psychosis,2 3 
or predict the risk of suicide.4

Much has been written about the ‘biomedical 
aspirations of psychiatry’5 and the decades- long 
‘crises’ of uncertainty regarding diagnosis, aeti-
ology and treatment.6–8 Accordingly, it is foresee-
able that some clinicians may view the advances 
of AI in psychiatry as a corrective to the ‘uncer-
tainty work’9 that characterises everyday practice 
and perhaps medicine more generally.10 Given the 

desire to promote the well- being of their patients, 
some clinicians may perceive an epistemic obli-
gation to align their clinical judgements with the 
algorithmic outputs in the interest of high- quality 
evidence- based decision- making.11 12 The hope is 
that AI and digital technologies will help promote 
improved access to treatment and quality of care.13 
Early work has focused on tools like conversational 
AI (ie, chatbots) to provide cognitive behavioural 
therapy and more integrated digital care delivery 
systems, both of which remain in their infancy and 
have been met with challenges with uptake and 
implementation.1 14 15

While AI systems create challenges and oppor-
tunities for clinical decision- making in psychiatry, 
they also reveal the entanglement of epistemology 
and ethics. For example, evidence- based improve-
ments to clinical outcomes using AI remain limited16 
and AI’s ability to provide individual- level insights 
via explanation (eg, identifying individual patient 
features driving specific outcomes) is highly 
contested.17 18 Additionally, some scholars have 
highlighted how premature optimism surrounding 
the perceived epistemic superiority of AI to guide 
clinical judgements may entrench systems of power 
within healthcare.19 This may further intensify struc-
tural vulnerabilities of some patient populations—
such as people living with mental illnesses—which 
may further shift epistemic power away from these 
groups.20 These concerns suggest that an epistemi-
cally humble approach to clinical decision- making 
is needed that balances relevant clinical and non- 
clinical information (including patient experiential 
knowledge) with a critical reflection on the limits of 
clinicians’—and the AI systems’—content expertise.

In this paper, we consider the potential impli-
cations of epistemically prioritising AI in clinical 
decision- making in psychiatry. We focus on psychi-
atry as a case example as potential consequences 
in this context are not trivial; some AI predictions 
may contribute to unnecessary institutionalisation, 
undermine patients’ credibility about their own 
experiences, and in extreme cases, contribute to 
decisions to remove a patient’s right to make their 
own treatment decisions. We proceed with our 
argumentation as follows. First, we explore the 
intersection of evidence- based medicine (EBM) 
with clinical judgement and AI. Second, we critically 
interrogate whether psychiatry can be ‘explained’ 
with ML. Third, we explore potential unintended 
consequences of AI in psychiatry and focus on AI 
as (perceived) expert and epistemic injustice and 
shared- decision making (SDM). Finally, we argue 
that to achieve maximum benefit of AI applications, 
clinicians’ out to commit to epistemic humility to 
support clinical judgements and SDM.
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EBM, CLINICAL JUDGEMENT AND AI
There is a long- standing assumption that a researcher, as well 
as clinician, should approach science, or their patient, free from 
any subjective influences that could introduce bias and compro-
mise the objectivity of the data and decisions.21 This is the logic 
of EBM. In response to decades of shifting opinions about 
psychiatric categorisation, the Diagnostic and Statistical Manual 
of Mental Disorders was created to standardise psychiatric prac-
tice and to systematise the classification of mental disorders. 
Nonetheless, some scientists and clinicians believe that psychi-
atric diagnoses represent heterogeneous presentations, such 
that two people, for example, could receive the same diagnosis 
without having any overlap in symptoms.22 Others suggest that 
clinical judgement in psychiatry undermines objectivity in an 
EBM paradigm. For instance, clinicians rely heavily on subjec-
tive factors such as patient testimony to make determinations 
such as psychiatric diagnoses, and sometimes the patient’s 
account does not align with clinicians’ assessments of symptoms 
or behaviours. Practice in psychiatry may not always resonate 
with EBM assumptions (eg, about the nature of disease or the 
diagnostic categories), such that clinical decision- making is often 
characterised by uncertainty involving imperfect information 
and incomplete data.23 While revised EBM models suggest inte-
grating evidence with patient values and context,24 the objec-
tive uncertainty is a primary reason why psychiatry historically 
has been considered less scientifically rigorous by its biomedical 
counterparts.

Over the last century, there have been movements within 
psychiatry to promote data- driven, statistical and algorithmic 
approaches to clinical judgement that attempt to eliminate or 
carefully control confounders, values and bias.25 For example, 
there has been considerable effort and resources put toward 
identifying neuroimaging- based biomarkers and reconceptual-
ising psychiatric disorders via new transdiagnostic frameworks 
like the Research Domain Criteria26 to improve explanations 
of psychopathology and to better target and tailor treatments. 
Despite the best efforts, identifying reliable biomarkers of 
psychiatric disorders remains a challenge.27

The notion that AI might catalyse a more reliable taxonomy 
of psychiatric disorders, as well as provide better predictions for 
people with–or who may develop–mental disorders is attrac-
tive.1 Providing a technological explanation of something as 
aetiologically and socially complex as mental disorder provides 
a sense of objectivity and value neutrality.28–30 Indeed, clinicians 
ought to apply the highest quality scientific evidence to support 
clinical decision- making. Given the power of AI to draw from 
and analyse tremendous amounts of information per second, 
clinicians may feel obligated to align their clinical judgements 
with the algorithmic outputs because the supposedly reliable 
scientific processes informing the algorithm should warrant high 
levels of confidence in decision- making.12 31–33 Furthermore, 
some clinicians may have liability concerns if they do not follow 
the recommendation of an algorithmic system that contradicts 
their clinical judgement, a pressure that may increase should the 
use of AI tools become the standard practice in the future.31 34 35 
The supposedly impartial, objective, and therefore, superior AI 
process should enable clinicians to enact their fiduciary duty of 
promoting the best interests of their patient.

Clinicians are keenly aware of the challenges to diagnostic 
and prognostic accuracy and any tool to improve that knowl-
edge can provide some solace to their clinical judgements and 
SDM processes. At this time, there is limited research on how AI 
might influence SDM.36 37 SDM is ‘an approach where clinicians 

and patients share the best available evidence when faced with 
the task of making decisions, and where patients are supported 
to consider options, to achieve informed preferences’.38 SDM 
is considered a key component of high- quality patient- centred 
care.39 However, some scholars argue that AI could have a ‘third 
wheel’ effect on the SDM process. Triberti et al36 postulate this 
effect could manifest in three ways: (1) clinical decisions could 
be delayed or come to a standstill when AI- generated recommen-
dations are difficult to understand or explain; (2) patients’ symp-
toms and diagnoses could be misinterpreted when clinicians 
attempt to fit them into existing AI classifications, resulting in 
an erosion of trust or potential epistemic injustice (see Epistemic 
Injustice, AI and SDM below) and (3) confusion as to whether 
the algorithmic output or clinician has epistemic authority over 
treatment recommendations, and how any ambiguity might be 
negotiated.36

Birhane40 notes that relying on ML- generated predictions is 
particularly tenuous in contexts such as psychiatry where consid-
erable complexity and ambiguity characterise the taxonomies. 
Indeed, scholars are split with respect to the potential automated 
future of psychiatry. Some argue that AI is no different from the 
multitude of tools clinicians employ to measure a patient’s expe-
rience and support SDM; they are helpful towards their purpose 
of measurement, but always require context for interpretation. 
Others suggest that the (expected) superiority of AI tools in 
psychiatry to diagnose and make treatment recommendations 
will become strongly preferred to humans, so patients can be 
‘treated to the best of scientific understanding’.41

‘EXPLAINING’ PSYCHIATRY WITH ML?
Given that the precise mechanisms giving rise to psychiatric 
disorders are highly complex, some have proposed that AI offers 
greater certainty and the potential to illuminate previously 
unknown relationships between symptoms and treatments, 
disease clusters and genetics.42 Explainability—a suite of meth-
odologies enabling transparency by revealing a model’s opera-
tions—has been posited to reveal these insights. We argue that 
explainability parallels modern historical trends in psychiatry 
which strive to identify more objective approaches to diagnosis, 
prognosis and treatment.

Explainability can be divided into inherent (ie, interpret-
ability, revealing the model’s workings as a system) and post 
hoc explainability (using a secondary algorithm to reveal the 
‘reasons’ behind an individual- level prediction).18 Some argue 
that explainability—and post hoc explainability in particular—
has immense ethical value, and is instrumental to informed 
consent, responsible clinical decision- making and medicolegal 
accountability.43 44

While these goals are laudable, explainability’s reliability and 
ethical significance has been called into question.45–47 Inasmuch 
as clinicians believe that post hoc explanations can provide the 
reasons behind the prediction for an individual patient, current 
explainability methods simply cannot deliver in this regard.18 48 
Ghassemi et al suggest that, at present, there is no computa-
tionally reliable way to discern whether the explanation one 
receives is specific to the patient in question or referring to the 
more general operations of the algorithm.18 The implication is 
that when a clinician looks to an explanation behind a patient’s 
prediction, they cannot be assured that the model is computing 
that individual patient’s features, versus whether it is deriving 
explanations based on the model as a whole. This means that 
there is no reliable way to know whether the model’s explana-
tion is specific to the patient or is in fact a general explanation.
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In psychiatry, there may be unique challenges relating to the 
verification of a prediction’s accuracy and individuality. For 
example, when the output of a saliency map intended to explain 
a diagnosis of pneumothorax highlights an area of the shoulder, 
it is readily spotted as an error.49 But if the explanation for a 
patient’s predicted suicide risk is the feature ‘history of suicid-
ality,’ there is no objectively verifiable means of assuring oneself 
that it is this history which is a clinically significant contributor 
to this patient’s present state. Similarly, a prediction of which 
therapist a patient will most benefit from50 could be accom-
panied by a list of features for why the model has made this 
prediction; yet, we cannot be assured that it is these features 
which independently influence the beneficial treatment response 
observed, nor are they a guarantee of such.

These technical limitations are presently underappreciated. 
This is problematic given that recent work notes that clinicians 
tend to view explanations ‘as a means of justifying their clinical 
decision- making’.51 Emerging evidence indicates an exacerbation 
of automation bias—a well- characterised problem over over- 
reliance on computational systems52—with AI systems. Particu-
larly, the output of an AI system, even when wrong, may mislead 
some clinicians to follow its recommendation even against their 
initial (and perhaps accurate) judgement.53–56

POTENTIAL UNINTENDED CONSEQUENCES OF AI IN 
PSYCHIATRY
Despite the best intentions of AI developers, decision- makers 
and clinicians, there may be unintended consequences associated 
with implementing AI in psychiatry.

AI as expert
The field of computer science has long considered AI to be an 
expert system, which is a programme that simulates the judge-
ments and behaviours of a human expert.57 If AI predictions 
are considered to produce knowledge superior to that of expert 
clinicians, this means that the predictions rank higher on an epis-
temic hierarchy than other forms of knowledge, such as profes-
sional clinical judgement and patient experiential knowledge.58 
In other words, the algorithmic outputs have expert status.

The relationship between technology and expert status is not 
a new idea in medical sociology, as there are implicit rankings of 
various medical technologies (ie, drugs, devices and procedures) 
which provide more credibility on those who use the higher 
ranked technologies.59 For example, in one survey on public atti-
tudes toward robotic surgery, over half of respondents indicated 
they thought hospitals that had a surgical robot were ‘better’ 
than those without.60 Indeed, clinicians have expert status, and, 
through their years of education, experience and training, have 
been given the social warrant to decide how a psychiatric condi-
tion should be understood and managed.59 Furthermore, the 
presumed expertise of AI systems and the widespread promo-
tion of AI as ‘technical solutionism’—that new technologies can 
solve complex socio- technical problems61—may enhance the 
perceived credibility of AI systems in clinical decision- making 
and the power and credibility of clinicians and institutions who 
adopt AI systems into their workflow.20

As an entity contributing to the knowledge that forms the basis 
for making ‘good’ clinical decisions, even a perfectly reliable AI 
system is not determinative. While an AI can be developed and 
validated to the point where it is highly reliable at accomplishing 
a specific task, often this task itself is but a subset of the consider-
ations necessary to make a good decision.62 For example, Jacobs 
et al note that clinicians felt an algorithm designed to predict 

drop- out risk for antidepressant medications could be highly 
useful while still representing only a subset of the considerations 
needed to prescribe a medication.63

Epistemic injustice, AI and SDM
Despite the good will of clinicians, the potential expanded appa-
ratus of AI systems in psychiatry may unintentionally create a 
harm called epistemic injustice. Epistemic injustice is a type of 
harm done to individuals or groups regarding their ability to 
contribute to and benefit from knowledge.64 Epistemic injustice 
occurs in two situations. First, testimonial injustice arises when 
a speaker (eg, a patient) is not believed or is taken less seriously 
than they deserve.64 For example, stereotypes of people with 
mental illness such as being cognitively unreliable or emotionally 
unstable often encourage others, including clinicians, to consider 
their testimonies as irrelevant, confused or time- consuming.65 66 
Second, hermeneutical injustice arises when a person is at an 
unfair disadvantage because they, including the society they 
are in, lack the concepts to understand and communicate their 
experiences. Hermeneutical injustice is influenced by societal 
norms and the privileging of certain types of information.67 
Fricker provides the example of sexual harassment—a concept 
that did not exist until the 1970s. If a person experienced sexual 
harassment in the workplace pre- 1970s, they might interpret 
unwanted sexual advances as socially acceptable behaviour (eg, 
‘mere flirting’). Hermeneutical injustice can arise in psychiatry 
if patient experiences are forced into an established diagnostic 
framework that may limit their ability to understand and frame 
their experiences in ways that might be meaningful to them.66

If the AI system is informed, for instance, by digital pheno-
typing data that uses natural language processing such as senti-
ment, lexical and semantic analysis from smartphones and social 
media,3 testimonial injustice could arise if the algorithmic infor-
mation is considered a superior way of knowing and the patient’s 
subjective self- report is treated as lower- ranked evidence in clin-
ical decision- making (see box 1).32 Indeed, a recent scoping 
review on the application of AI in SDM in healthcare identified 
a lack of focus on patient values and preferences.37 Furthermore, 
datasets used to train the AI may also themselves be biased based 
on the quality of diagnostic labels used to train the system,3 stig-
matising descriptors in the EHR,68 as well as more severe presen-
tations in under- represented groups due to upstream barriers to 
accessing care. Dataset bias introduces testimonial injustice by 
reifying labels that contribute to the downgrading of patient 
testimony.

Society is only beginning to make sense of the harms expe-
rienced via algorithms within and external to medicine. Many 
of us do not have the language to understand and communi-
cate our experiences when algorithmic harm occurs. Noble 
describes a concept called technological redlining, which is the 
way digital data is used to create and sustain inequities between 
racialised and low- income populations.69 The term comes from 
the concept of redlining in housing discrimination, where in the 
1930s banks withheld mortgages from customers who resided in 
or near predominantly Black neighbourhoods.70 Technological 
redlining may be a form of hermeneutical injustice. Hermeneu-
tical injustice could arise through algorithmic classification of 
psychiatric diagnoses and predictions of likelihood to benefit 
from treatment which may influence care pathways and inadver-
tently widen inequities in access to and quality of care.

The potential uncritical prioritising of AI systems in psychi-
atric clinical decision- making creates a climate conducive to 
epistemic injustice. While explainable models may be perceived 
to satisfy ethical requirements for use, the knowledge of why a 
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given prediction was generated is not akin to the knowledge that 
the use of that prediction will benefit an individual. For example, 
although there is imperfect knowledge in psychiatry regarding 
precisely how psychoactive medications give rise to their thera-
peutic effects, their use is justified by evidence collected through 
prospective clinical trials in a relevant patient population.47 To 
satisfy the ethical requirement for informed consent, clinicians 
should have knowledge of the conditions under which the model 
was evaluated in a clinical population. To point to model explain-
ability as how clinicians satisfy informed consent poses a risk 
of exacerbating the power differential between clinicians and 
patients by prioritising knowledge of the model over the overall 
justification of the clinician’s judgement. Informed consent can 
be satisfied by the clinician conveying the evaluation of the AI 
system and explaining the rationale concerning how they are 
using the prediction to inform their recommendation. While 
many patients report that they are often not provided with the 
rationale behind existing treatment decisions or feel competent 
to challenge them,67 the use of AI in context may inadvertently 
exacerbate this harm. This includes situations where presumed 
objective algorithms might be used to justify more invasive tech-
nological surveillance over the daily lives of some populations, 
such as people with mental illness and who use drugs, who are 
already subject to high levels of surveillance by medical profes-
sionals and law enforcement.20 71

AI-SUPPORTED CLINICAL JUDGEMENT IN PSYCHIATRY 
REQUIRES EPISTEMIC HUMILITY
We consider how to balance the anticipated benefit of psychiatric 
applications of AI with the need to promote epistemic humility 
in clinical judgements. Epistemic humility is a disposition as well 
as a commitment. It is an acknowledgement that AI in health-
care, inclusive of psychiatry, is accompanied by limitations of 
applying scientific knowledge to clinical decision- making, and 
that decisions are tentative and subjected to ongoing revision 
based on additional data as well as other contextual consider-
ations. Being epistemically humble requires balancing scien-
tific evidence, professional judgement and patient experiential 
knowledge.

While epistemic humility is a virtue individual clinicians 
should cultivate, it is also a characteristic of claims.33 The belief 
in the quality of the evidence is important, namely the scientific 
processes that produced the evidence leading to the algorithmic 
output. However, this ‘mechanical objectivity’,72 results in a 
kind of epistemic trust in mechanical procedures versus trust in 
scientists or its institutions. As described earlier, there are many 
concerns with the quality of evidence used to inform AI systems 
in healthcare, including psychiatry.

Epistemic humility reflects a situation where AI tools are 
applied, but the testimonies of patients ‘are recognised, sought 
ought, included within epistemic consideration, judged to be 
relevant and articulate (where they are) and, at least in certain 
respects, judged as epistemically authoritative’.73 We empha-
sise the ‘sought out and included within consideration’ because 

Box 1 Hypothetical clinical scenarios illustrating potential 
unintended consequences of artificial intelligence in 
psychiatry

A patient comes into the psychiatric emergency department 
requesting treatment for their highly distressing suicidal thoughts, 
low mood and anxiety. A model designed to predict acute risk to 
prioritise patients for urgent care predicts a low likelihood that 
this patient is acutely in need based on a previously documented 
diagnosis of borderline personality disorder with minimisation 
of stated reasons that put their risk above their baseline and the 
resulting action is to refer them to their outpatient providers.

This situation indicates a form of testimonial injustice because 
a patient’s overt request for help is being denied because of an 
algorithmic prediction. Essentially, the model’s verdict is valued 
higher than the patient’s report, who is requesting urgent care. 
It is also true that there are cases where urgent care is not the 
appropriate venue in which to receive needed care; however, this 
decision should be made based on a clinical evaluation of the 
patient, not by the output of a model alone.

A patient is undergoing surgery for which postoperative opioid 
therapy is indicated. A machine learning (ML) system built into the 
jurisdiction’s prescription drug monitoring programme (PDMP) is 
designed to assess risk of opioid use disorder (OUD) and predicts 
she is at high risk. The physician, concerned about OUD, states they 
will not provide her with opioid treatment. The patient objects, 
noting that she has chronic pain secondary to endometriosis, which 
is greatly ameliorated by opioid medication when needed. She has 
managed her condition without issue for over a decade, and nothing 
else helps her pain. The physician knows the algorithm is widely 
used in practice and so the physician assumes that the patient is an 
unreliable narrator and declines to offer an opioid prescription.

Testimonial injustice in this case is reflected in the downgrading 
of the patient’s account, solely based on the ML prediction. In some 
jurisdictions in the USA, ML systems that generate risk scores are 
built into the PDMP, so some physicians may be legally required 
to consult the PDMP or risk losing their licence.35 This places an 
added pressure on prescribers to prioritise the ML verdict over 
what their patient is telling them, thereby potentially committing a 
testimonial injustice. As with all cases of testimonial injustice, those 
who are likely to be harmed disproportionately are patients who are 
members of structurally vulnerable populations.

A patient has agreed to an application wherein an AI system 
captures data from their social media activity to detect suicidality 
and can trigger an alert to their psychiatrist. After a tough day 
watching news stories, the patient posted a link to a news article 
with the comment ‘brb, jumping off the balcony now’. The app 
triggers the psychiatrist, who asks the patient to come in for an 
assessment. The patient reports they do not feel suicidal; the 
clinician feels they have an obligation to obtain a mental health 
assessment because of the app’s detection of suicidal ideation and 
an application for a mandatory psychiatric evaluation at a hospital 
initiated.

The clinician’s pursuit of a mandatory psychiatric evaluation 
in this case prioritises the model’s form of evidence regarding the 
patient’s mental health state over the patient’s own self- report. 
There is an understandably strong motivation to prevent suicide; 
however, to disregard a patient’s disclosure takes a presumptive 
view that patients are unreliable, and the cost of suicide is worth 
interfering with their liberty. These costs can be merely inconvenient 
(eg, having to receive a phone call when one is not actually suicidal) 

Continued

Box 1 Continued

to significant (eg, having to present oneself for a mandatory 
psychiatric assessment). This scenario is a form of testimonial 
injustice that may undermine the trust between psychiatrists, the 
healthcare systems and patients.
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many patients, particularly those made vulnerable by systems 
of power (eg, racism, oppression, poverty, ableism) do not feel 
they are able to voice their perspectives during clinical encoun-
ters. For example, a patient (box 1) who is deprioritised for 
acute care may feel even more distressed and concerned that 
their thought processes appear so much more extreme than 
the assessment. They may feel powerless to dispute the assess-
ment as they then question even their own reliability. To strive 
for epistemic humility, the clinician would accept the patient’s 
stated distress and either admit to hospital despite the prediction 
(should resources allow) or continue with an outpatient referral 
but with additional support. If the clinician must discharge the 
patient, they could arrange for follow- up phone calls to check in, 
adjust medication to address residual distress, and facilitate and 
expedited access to outpatient care. In contrast, rejection of epis-
temic humility would mean the acceptance of the algorithm’s 
prediction without further exploring the potential mismatch 
between its computations and the patient’s own assessment of 
their mental state.

Patient testimonies should not require validation by an AI 
system.20 Like Birhane,40 we do not dismiss the notion that AI 
predictions are meaningless because they neglect to understand 
lived experience. Rather, we caution that the anticipated uses of 
AI in psychiatry could have unintended consequences that are 
ethically important to address. Furthermore, more meaningful 
representation of medical knowledge related to the larger clin-
ical picture can promote consistency in care, minimise medical 
errors, improve diagnosis and improve the quality of decision- 
making.74 For instance, psychiatric diagnoses can be biased 
by factors like race and ethnicity and AI may help eliminate 
these individual- level inconsistencies.75 Furthermore, AI could 
potentially be scalable such that large numbers of people could 
be screened in a cost- effective way.76 But to prevent the over-
generalisation of AI’s role in clinical decisions in psychiatry, 
it is important to be cautious against the potential epistemic 
privileging of AI in clinical judgements in psychiatry.30 We must 
move toward a model where AI can be incorporated into more 
nuanced and collaborative discussions with patients rather than 
a tool that could potentially supersede individual experiences, 
values, and preferences and reinforce existing power hierar-
chies at the expense of patient subjective experiential knowl-
edge.20 59

Humanistic practice of AI-inclusive psychiatry
We, like others, hope that any potential integration of AI into 
healthcare, including psychiatry, would help enrich its overall 
humanistic practice. We believe that most clinicians want to 
spend more time with their patients and take their patients’ 
testimonies seriously. Everyday pressures such as time, financial 
incentives and wait- list management make achieving this quite 
challenging. Indeed, freeing healthcare professionals from these 
burdens is what many hope AI integration in healthcare will 
help achieve.77 78 A great deal of evidence suggests that at least 
some of the benefits patients’ experience may be catalysed by a 
positive bedside manner, good communication and expectancy 
effects.79–81 Patients are more forthcoming, willing to pursue 
healthcare and overall participate in their care when they feel 
safe in healthcare settings. Many patients currently do not feel 
such safety for the reasons (and others) we have outlined above. 
To use AI to enhance medical knowledge without a concomitant 
enhancement of medical care would stunt its potential benefit 
to patients.

CONCLUSION
In this paper, we argued that a potential epistemic privileging of 
AI in clinical judgements may lead to unintended consequences. 
The key to clinical decision- making grounded in epistemic 
humility requires clinicians to critically consider what goals are 
trying to be achieved by relying on the AI output before poten-
tially relevant and legitimate perspectives offered by patients are 
deprioritised in clinical judgements. It is imperative that health 
systems that adopt AI- based predictions do not prioritise these 
outputs to the exclusion of SDM and incorporation of patient 
experiential knowledge.

In making our arguments, we are not privileging human clin-
ical judgement over AI, claiming that AI is superior to clinical 
decision- making in psychiatry, or arguing categorically that AI 
does not have a role in augmenting clinical decision- making in 
psychiatry. Rather, we are concerned with AI’s potential place 
on the epistemic hierarchy in clinical decision- making. We argue 
that an uncritical acceptance of AI as being superior to humans 
in terms of accuracy, reliability and knowledge risks entrenching 
many of the inequities people living with mental illnesses have 
experienced for centuries. AI developers ought to be aware of 
the potential unintended consequences of their algorithms,74 
and together with clinicians should work collaboratively with 
people with mental illness to develop–and access–the resources 
to understand and communicate their experiences of mental 
illness in the context of AI. This will help support health systems 
and clinicians commiting to epistemic humility in practice.

Correction notice This article has been corrected since it was first published. The 
open access licence has been updated to CC BY. 17th May 2023.

Twitter Melissa McCradden @MMccradden, Katrina Hui @drkatrinahui and Daniel 
Z Buchman @DanielZBuchman

Acknowledgements Thank you to Dr David Gratzer for helpful comments on a 
previous version of the manuscript. We are grateful to the reviewers for constructive 
feedback during the peer review process.

Contributors All authors contributed equally to the development of the ideas in 
this manuscript. MM and DZB wrote the majority of the initial draft of the paper 
and took responsibility for revising it. KH provided substantive contributions towards 
the writing of the initial submission as well as support for the revisions. All authors 
accept full responsibility for the finished work and agreed for the content to be 
published.

Funding DZB reports funding from an AMS Healthcare Fellowship in Compassion 
and Artificial Intelligence, and University of Toronto Dalla Lana School of Public 
Health Data Science Interdisciplinary Seed Funding. MM reports funding from 
the University of Toronto Dalla Lana School of Public Health. KH is supported by 
a Koerner Research Scholar Award and the Discovery Fund from the Centre for 
Addiction and Mental Health.

Competing interests None declared.

Patient consent for publication Not applicable.

Provenance and peer review Not commissioned; externally peer reviewed.

Data availability statement No data are available.

Open access This is an open access article distributed in accordance with the 
Creative Commons Attribution 4.0 Unported (CC BY 4.0) license, which permits 
others to copy, redistribute, remix, transform and build upon this work for any 
purpose, provided the original work is properly cited, a link to the licence is given, 
and indication of whether changes were made. See: https://creativecommons.org/ 
licenses/by/4.0/.

ORCID iDs
Melissa McCradden http://orcid.org/0000-0002-6476-2165
Daniel Z Buchman http://orcid.org/0000-0001-8944-6647

REFERENCES
 1 Monteith S, Glenn T, Geddes J, et al. Expectations for artificial intelligence (AI) in 

psychiatry. Curr Psychiatry Rep 2022;24(11):709–21.

 on A
pril 10, 2024 by guest. P

rotected by copyright.
http://jm

e.bm
j.com

/
J M

ed E
thics: first published as 10.1136/jm

e-2022-108447 on 29 D
ecem

ber 2022. D
ow

nloaded from
 

https://twitter.com/MMccradden
https://twitter.com/drkatrinahui
https://twitter.com/DanielZBuchman
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
http://orcid.org/0000-0002-6476-2165
http://orcid.org/0000-0001-8944-6647
http://dx.doi.org/10.1007/s11920-022-01378-5
http://jme.bmj.com/


578 McCradden M, et al. J Med Ethics 2023;49:573–579. doi:10.1136/medethics-2022-108447

Original research

 2 Graham S, Depp C, Lee EE, et al. Artificial intelligence for mental health and mental 
illnesses: an overview. Curr Psychiatry Rep 2019;21(11):116.

 3 Lee EE, Torous J, De Choudhury M, et al. Artificial intelligence for mental health care: 
clinical applications, barriers, facilitators, and artificial wisdom. Biol Psychiatry Cogn 
Neurosci Neuroimaging 2021;6(9).

 4 Bayramli I, Castro V, Barak- Corren Y, et al. Predictive structured- unstructured 
interactions in EHR models: a case study of suicide prediction. NPJ Digit Med 
2022;5(1).

 5 Davis JE. ’The explanation you have been looking for’: neurobiology as promise and 
hermeneutic closure. Cult Med Psychiatry 2022;46(1):76–100.

 6 Scull A. American psychiatry in the new millennium: a critical appraisal. Psychol Med 
2021;51(16):2762–70.

 7 Rose N. Neuroscience and the future for mental health? Epidemiol Psychiatr Sci 
2016;25(2):95–100.

 8 Lane R. Expanding boundaries in psychiatry: uncertainty in the context of diagnosis- 
seeking and negotiation. Sociol Health Illn 2020;42 Suppl 1(Suppl 1):69–83.

 9 Hautamäki L. Uncertainty work and temporality in psychiatry: how clinicians and 
patients experience and manage risk in practice? Health Risk Soc 2018;20(1- 
2):43–62.

 10 Fox R. Medical uncertainty revisited. In: Albrecht G, Fitzpatrick R, Scrimshaw S, eds. 
Handbook of social studies in health and medicine. London: Sage Publications, 2000.

 11 Lane N, Broome M. Towards personalised predictive psychiatry in clinical practice: an 
ethical perspective. Br J Psychiatry 2022:172–4.

 12 Bjerring JC, Busch J. Artificial intelligence and patient- centered decision- making. 
Philos Technol 2021;34(2):349–71.

 13 Cunningham PJ. Beyond parity: primary care physicians’ perspectives on access to 
mental health care. Health Aff 2009;28(3):w490–501.

 14 Gratzer D, Goldbloom D, Therapy GD. Therapy and E- therapy- preparing future 
psychiatrists in the era of apps and chatbots. Acad Psychiatry 2020;44(2):231–4.

 15 Sedlakova J, Trachsel M. Conversational artificial intelligence in psychotherapy: a new 
therapeutic tool or agent? Am J Bioeth 2022:1–10.

 16 Zhou Q, Chen Z- H, Cao Y- H, et al. Clinical impact and quality of randomized controlled 
trials involving interventions evaluating artificial intelligence prediction tools: a 
systematic review. NPJ Digit Med 2021;4(1).

 17 Babic B, Gerke S, Evgeniou T, et al. Beware explanations from AI in health care. 
Science 2021;373(6552):284–6.

 18 Ghassemi M, Oakden- Rayner L, Beam AL. The false hope of current approaches 
to explainable artificial intelligence in health care. Lancet Digit Health 
2021;3(11):e745–50.

 19 Hong S- H. Prediction as extraction of discretion. Seoul, Republic of Korea FAccT ’22; 
2022. https://facctconference.org/static/pdfs_2022/facct22-75.pdf

 20 Ho A. Artificial intelligence as a feminist bioethics issue. In: Rogers WA, Scully JL, 
Carter SM, et al, eds. The Routledge Handbook of feminist bioethics. New York: 
Routledge, 2022: 291–307.

 21 Goldenberg MJ. On evidence and evidence- based medicine: lessons from the 
philosophy of science. Soc Sci Med 2006;62(11):2621–32.

 22 Allsopp K, Read J, Corcoran R, et al. Heterogeneity in psychiatric diagnostic 
classification. Psychiatry Res 2019;279:15–22.

 23 McGorry P, van Os J. Redeeming diagnosis in psychiatry: timing versus specificity. 
Lancet 2013;381(9863):343–5.

 24 Haynes RB, Devereaux PJ, Guyatt GH. Clinical expertise in the era of evidence- based 
medicine and patient choice. ACP J Club 2002;136(2):A11–14.

 25 Kelly MP, Heath I, Howick J, et al. The importance of values in evidence- based 
medicine. BMC Med Ethics 2015;16(1):69.

 26 Insel TR. The NIMH research domain criteria (RDoC) project: precision medicine for 
psychiatry. Am J Psychiatry 2014;171(4):395–7.

 27 Singh I, Rose N. Biomarkers in psychiatry. Nature 2009;460(7252):202–7.
 28 Benjamin R. Assessing risk, automating racism. Science 2019;366(6464):421–2.
 29 Birhane A. The impossibility of automating ambiguity. Artif Life 2021;27(1):44–61.
 30 Chin- Yee B, Upshur R. Three problems with big data and artificial intelligence in 

medicine. Perspect Biol Med 2019;62(2):237–56.
 31 Cohen IG, Amarasingham R, Shah A, et al. The legal and ethical concerns 

that arise from using complex predictive analytics in health care. Health Aff 
2014;33(7):1139–47.

 32 Chin- Yee B, Upshur R. Clinical judgement in the era of big data and predictive 
analytics. J Eval Clin Pract 2018;24(3):638–45.

 33 Schwab A. Epistemic humility and medical practice: translating epistemic categories 
into ethical obligations. J Med Philos 2012;37(1):28–48.

 34 Gerhards H, Weber K, Bittner U, et al. Machine learning healthcare applications 
(ML- HCAs) are no stand- alone systems but part of an Ecosystem - A broader 
ethical and health technology assessment approach is needed. Am J Bioeth 
2020;20(11):46–8.

 35 Szalavitz M. The pain was Unbearable. so why did doctors turn her away? Wired; 
2021. https://www.wired.com/story/opioid-drug-addiction-algorithm-chronic-pain/

 36 Triberti S, Durosini I, Pravettoni G. A "third wheel" effect in health decision 
making involving artificial entities: a psychological perspective. Front Public Health 
2020;8:117.

 37 Abbasgholizadeh Rahimi S, Cwintal M, Huang Y, et al. Application of artificial 
intelligence in shared decision making: scoping review. JMIR Med Inform 
2022;10(8):e36199.

 38 Elwyn G, Laitner S, Coulter A, et al. Implementing shared decision making in the NHS. 
BMJ 2010;341:c5146.

 39 Kunneman M, Montori VM. When patient- centred care is worth doing well: informed 
consent or shared decision- making. BMJ Qual Saf 2017;26(7):522–4.

 40 Birhane A. Algorithmic injustice: a relational ethics approach. Patterns 
2021;2(2):100205.

 41 Brown C, Story GW, Mourão- Miranda J, et al. Will artificial intelligence eventually 
replace psychiatrists? Br J Psychiatry 2021;218(3):131–4.

 42 Roessner V, Rothe J, Kohls G, et al. Taming the chaos?! using eXplainable artificial 
intelligence (XaI) to tackle the complexity in mental health research. Eur Child Adolesc 
Psychiatry 2021;30(8):1143–6.

 43 Amann J, Blasimme A, Vayena E, et al. Explainability for artificial intelligence 
in healthcare: a multidisciplinary perspective. BMC Med Inform Decis Mak 
2020;20(1):310.

 44 Floridi L, Cowls J, Beltrametti M, et al. AI4People- an ethical framework for a good 
AI society: opportunities, risks, principles, and recommendations. Minds Mach 
2018;28(4):689–707.

 45 London AJ. Artificial intelligence and black- box medical decisions: accuracy versus 
Explainability. Hastings Cent Rep 2019;49(1):15–21.

 46 McCoy LG, Brenna CTA, Chen SS, et al. Believing in black boxes: machine learning 
for healthcare does not need explainability to be evidence- based. J Clin Epidemiol 
2022;142:252–7.

 47 McCradden MD, Anderson JA, A. Stephenson E, et al. A research ethics framework 
for the clinical translation of healthcare machine learning. The American Journal of 
Bioethics 2022;22(5):8–22.

 48 Tomsett R, Harborne D, Chakraborty S. Proceedings of the AAAI Conference on 
Artificial Intelligence. In: Sanity checks for Saliency metrics. 30, 2020: 6021–9.

 49 Rajpurkar P, Irvin J, Zhu K. CheXNet: radiologist- level pneumonia detection on chest 
x- rays with deep learning. arxiv logo 2017.

 50 Constantino MJ, Boswell JF, Coyne AE, et al. Effect of matching therapists to patients 
vs assignment as usual on adult psychotherapy outcomes: a randomized clinical trial. 
JAMA Psychiatry 2021;78(9):960–9.

 51 Tonekaboni S, Joshi S, McCradden MD. What clinicians want: Contextualizing 
explainable machine learning for clinical end use. In: Proceedings of machine 
learning research, 2019. http://proceedings.mlr.press/v106/tonekaboni19a/ 
tonekaboni19a.pdf

 52 Goddard K, Roudsari A, Wyatt JC. Automation bias: a systematic review of frequency, 
effect mediators, and mitigators. J Am Med Inform Assoc 2012;19(1):121–7.

 53 Bansal G, Wu T, Zhou J. Does the whole exceed its parts? the effect of AI explanations 
on complementary team performance. Proceedings of the 2021 CHI Conference on 
Human Factors in Computing Systems, 2021.

 54 Buçinca Z, Lin P, Gajos KZ, et al. Proxy tasks and subjective measures can be 
misleading in evaluating explainable AI systems. Proceedings of the 25th International 
Conference on Intelligent User Interfaces, 2020.

 55 Gaube S, Suresh H, Raue M, et al. Do as AI say: susceptibility in deployment of clinical 
decision- aids. NPJ Digit Med 2021;4(1).

 56 Tschandl P, Rinner C, Apalla Z, et al. Human- computer collaboration for skin cancer 
recognition. Nat Med 2020;26(8):1229–34.

 57 Gupta I, Nagpal G. Artificial intelligence and expert systems. Mercury Learning and 
Information, 2020: 412.

 58 Gupta M. Does evidence- based medicine apply to psychiatry? Theor Med Bioeth 
2007;28(2):103–20.

 59 Ho A. Trusting experts and epistemic humility in disability. IJFAB 2011;4(2):102–23.
 60 Boys JA, Alicuben ET, DeMeester MJ, et al. Public perceptions on robotic surgery, 

hospitals with robots, and surgeons that use them. Surg Endosc 2016;30(4):1310–6.
 61 Santoni de Sio F, Mecacci G. Four responsibility gaps with artificial intelligence: why 

they matter and how to address them. Philos Technol 2021;34(4):1057–84.
 62 McCradden MD. When is accuracy off- target? Transl Psychiatry 2021;11(1):369.
 63 Jacobs M, He J, Pradier MF. Designing AI for Trust and Collaboration in Time- 

Constrained Medical Decisions: A Sociotechnical Lens. In: Proceedings of the 2021 chi 
conference on human factors in computing systems, 2021.

 64 Fricker M. Epistemic injustice: power and ethics of knowing. New York: Oxford 
University Press, 2007.

 65 Carel H, Kidd IJ. Epistemic Injustice in Medicine and Healthcare. In: The Routledge 
Handbook of Epistemic injustice, 2017: 336–46.

 66 Scrutton AP, Kidd IJ, Medina IJ, et al. Epistemic Injustice and mental illness. In: Kidd 
IJ, Medina IJ, Pohlhaus IJ, eds. The Routledge Handbook of Epistemic injustice. 
Routledge, 2017: 347–55.

 67 Newbigging K, Ridley J. Epistemic struggles: the role of advocacy in promoting 
epistemic justice and rights in mental health. Soc Sci Med 2018;219:36–44.

 68 Sun M, Oliwa T, Peek ME, et al. Negative patient descriptors: documenting racial bias 
in the electronic health record. Health Aff 2022;41(2):203–11.

 69 Noble SU. Algorithms of Oppression: how search engines reinforce racism. New York: 
New York University Press, 2018.

 70 Lee EK, Donley G, Ciesielski TH, et al. Health outcomes in redlined versus non- 
redlined neighborhoods: a systematic review and meta- analysis. Soc Sci Med 
2022;294:114696.

 71 Guta A, Voronka J, Gagnon M. Resisting the digital medicine panopticon: toward a 
bioethics of the oppressed. Am J Bioeth 2018;18(9):62–4.

 72 Daston L, Galison P. The image of objectivity. Representations 1992;40:81–128.
 73 Carel H, Kidd IJ. Epistemic injustice in healthcare: a philosophial analysis. Med Health 

Care Philos 2014;17(4):529–40.
 74 Kelly CJ, Karthikesalingam A, Suleyman M, et al. Key challenges for delivering clinical 

impact with artificial intelligence. BMC Med 2019;17(1):195.

 on A
pril 10, 2024 by guest. P

rotected by copyright.
http://jm

e.bm
j.com

/
J M

ed E
thics: first published as 10.1136/jm

e-2022-108447 on 29 D
ecem

ber 2022. D
ow

nloaded from
 

http://dx.doi.org/10.1007/s11920-019-1094-0
http://dx.doi.org/10.1016/j.bpsc.2021.02.001
http://dx.doi.org/10.1016/j.bpsc.2021.02.001
http://dx.doi.org/10.1038/s41746-022-00558-0
http://dx.doi.org/10.1007/s11013-021-09737-2
http://dx.doi.org/10.1017/S0033291721001975
http://dx.doi.org/10.1017/S2045796015000621
http://dx.doi.org/10.1111/1467-9566.13044
http://dx.doi.org/10.1080/13698575.2018.1442918
http://dx.doi.org/10.1192/bjp.2022.37
http://dx.doi.org/10.1007/s13347-019-00391-6
http://dx.doi.org/10.1377/hlthaff.28.3.w490
http://dx.doi.org/10.1007/s40596-019-01170-3
http://dx.doi.org/10.1080/15265161.2022.2048739
http://dx.doi.org/10.1038/s41746-021-00524-2
http://dx.doi.org/10.1126/science.abg1834
http://dx.doi.org/10.1016/S2589-7500(21)00208-9
https://facctconference.org/static/pdfs_2022/facct22-75.pdf
http://dx.doi.org/10.1016/j.socscimed.2005.11.031
http://dx.doi.org/10.1016/j.psychres.2019.07.005
http://dx.doi.org/10.1016/S0140-6736(12)61268-9
http://dx.doi.org/10.7326/ACPJC-2002-136-2-A11
http://dx.doi.org/10.1186/s12910-015-0063-3
http://dx.doi.org/10.1176/appi.ajp.2014.14020138
http://dx.doi.org/10.1038/460202a
http://dx.doi.org/10.1126/science.aaz3873
http://dx.doi.org/10.1162/artl_a_00336
http://dx.doi.org/10.1353/pbm.2019.0012
http://dx.doi.org/10.1377/hlthaff.2014.0048
http://dx.doi.org/10.1111/jep.12852
http://dx.doi.org/10.1093/jmp/jhr054
http://dx.doi.org/10.1080/15265161.2020.1820104
https://www.wired.com/story/opioid-drug-addiction-algorithm-chronic-pain/
http://dx.doi.org/10.3389/fpubh.2020.00117
http://dx.doi.org/10.2196/36199
http://dx.doi.org/10.1136/bmj.c5146
http://dx.doi.org/10.1136/bmjqs-2016-005969
http://dx.doi.org/10.1016/j.patter.2021.100205
http://dx.doi.org/10.1192/bjp.2019.245
http://dx.doi.org/10.1007/s00787-021-01836-0
http://dx.doi.org/10.1007/s00787-021-01836-0
http://dx.doi.org/10.1186/s12911-020-01332-6
http://dx.doi.org/10.1007/s11023-018-9482-5
http://dx.doi.org/10.1002/hast.973
http://dx.doi.org/10.1016/j.jclinepi.2021.11.001
http://dx.doi.org/10.1080/15265161.2021.2013977
http://dx.doi.org/10.1080/15265161.2021.2013977
http://dx.doi.org/10.48550/arXiv.1711.05225
http://dx.doi.org/10.1001/jamapsychiatry.2021.1221
http://proceedings.mlr.press/v106/tonekaboni19a/tonekaboni19a.pdf
http://proceedings.mlr.press/v106/tonekaboni19a/tonekaboni19a.pdf
http://dx.doi.org/10.1136/amiajnl-2011-000089
http://dx.doi.org/10.1038/s41746-021-00385-9
http://dx.doi.org/10.1038/s41591-020-0942-0
http://dx.doi.org/10.1007/s11017-007-9029-x
http://dx.doi.org/10.3138/ijfab.4.2.102
http://dx.doi.org/10.1007/s00464-015-4368-6
http://dx.doi.org/10.1007/s13347-021-00450-x
http://dx.doi.org/10.1038/s41398-021-01479-4
http://dx.doi.org/10.1016/j.socscimed.2018.10.003
http://dx.doi.org/10.1377/hlthaff.2021.01423
http://dx.doi.org/10.1016/j.socscimed.2021.114696
http://dx.doi.org/10.1080/15265161.2018.1498936
http://dx.doi.org/10.2307/2928741
http://dx.doi.org/10.1007/s11019-014-9560-2
http://dx.doi.org/10.1007/s11019-014-9560-2
http://dx.doi.org/10.1186/s12916-019-1426-2
http://jme.bmj.com/


579McCradden M, et al. J Med Ethics 2023;49:573–579. doi:10.1136/medethics-2022-108447

Original research

 75 Minsky S, Vega W, Miskimen T, et al. Diagnostic patterns in Latino, African 
American, and European American psychiatric patients. Arch Gen Psychiatry 
2003;60(6):637–44.

 76 Uusitalo S, Tuominen J, Arstila V. Mapping out the philosophical questions of AI 
and clinical practice in diagnosing and treating mental disorders. J Eval Clin Pract 
2021;27(3):478–84.

 77 Hodges BD, Paech G, Bennett J. Without compassion, there is no healthcare: leading 
with care in a technological age, 2020: 264.

 78 Topol E. Deep medicine: how artificial intelligence can make healthcare human again. 
Basic Books, 2019.

 79 Benedetti F, Mayberg HS, Wager TD, et al. Neurobiological mechanisms of the placebo 
effect. J Neurosci 2005;25(45):10390–402.

 80 Finset A. 50 years of research on the effect of physician communication behavior on 
health outcomes. Patient Educ Couns 2014;96(1):1–2.

 81 Parnas S, Isobel S. Navigating the social synapse: the neurobiology of bedside manner. 
Australas Psychiatry 2018;26(1):70–2.

 on A
pril 10, 2024 by guest. P

rotected by copyright.
http://jm

e.bm
j.com

/
J M

ed E
thics: first published as 10.1136/jm

e-2022-108447 on 29 D
ecem

ber 2022. D
ow

nloaded from
 

http://dx.doi.org/10.1001/archpsyc.60.6.637
http://dx.doi.org/10.1111/jep.13485
http://dx.doi.org/10.1523/JNEUROSCI.3458-05.2005
http://dx.doi.org/10.1016/j.pec.2014.05.018
http://dx.doi.org/10.1177/1039856217726224
http://jme.bmj.com/

	Evidence, ethics and the promise of artificial intelligence in psychiatry
	Abstract
	Introduction
	EBM, clinical judgement and AI
	‘Explaining’ psychiatry with ML?
	Potential unintended consequences of AI in psychiatry
	AI as expert
	Epistemic injustice, AI and SDM

	AI-supported clinical judgement in psychiatry requires epistemic humility
	Humanistic practice of AI-inclusive psychiatry

	Conclusion
	References


